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Recent Cloud Incidents (Outage)

Google Cloud Platform
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down Snapchat, Spotify
and 'Pokémon Go'

Google Cloud Outage Triggered By Networking Issue '_': '
Google's Tuesday afternoon outage brought down popular services, including Spotify and Snapchat. ’ Ny
Google Cloud suffered an outage that slowed down or stopped several popular R~ POT' FY, DlSCORD AN D
services on Tuesday afternoon, including Spotify and Snapchat.

Google confirmed via its cloud status dashboard that it became aware of a networking - F RGE PARTS OF TH E -
iIssue iImpacting its load balancers just after noon PT on Tuesday. : - - .

“We are investigating a problem with Google Cloud Giobal Load balancers retuming s =" DOWN AFTER GOOGLE

502s for many services including AppEngine, Stackdriver, Dialogfiow, as well as

o P g ol o
customer Global Load Balancers,” the cloud giant reported at 12:34 p.m. PT. Il k U D PROBLEM

m [Related: Europe To Impose Record Fine In Google Antitrust Case: Report) Get tc
109K to

8y Gina Narcisi

According to Google, disruption began within its App Engine, Cloud Networking and
Stackdriver, a service that provides performance and diagnostics data to public cloud
users.
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Five lessons from Microsoft"
outage

Microsoft has released a preliminary report from its

by Nick Heath -~ Cloud

investigation into how a fierce storm in southern Iexas

caused the recent service brownout.
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Recent Cloud Incidents (Outage)
= Microsoft Azure
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Microsoft South Central US datacenter ( l E.,ig’mm!
outage takes down a number of cloud

Centre » Cloud
-
services rosoft reveals train of mistakes that
A '.'.C)Ollﬁg D(C»Dlem N Microsoft’'s South Central US. data center seams 1o be caus "‘; ssues for a number of

é Clouxisardces uere i s L. beycod ed Azure in the South Central US
ident’

nderbolt and lightning, Azure outage frightening
hard Speed 17 Sep 2018 a1 1839 a8 ) SHARL Y

A number of U S -Dased cuslomers connect ng o MCrosolt WREOWsw
cloud services. ncluding Office 3165, Azure Active Direclory andd In nostalgic move,

) Microsoft Brings back
Visudd S0 Toam Services, A mportng outages thes PowerToys for Windows

pSOf has published the prediminary indings for what it calls “the
Central US incident”, but what many will call “the day the Azure
cloud fell from the sky™ and it doesn't make for happy reacng.

MOmMing. Seplember 4 The 5sue seems 1O stem from problems 30
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Amazon AWS Outage Shows Data in the Cloud is Not Always Safe

Iy Lawrence Abrarma

A recosd power outage outage at an Amason AWS data faciity and the resulting data loss for some
customenrs shows that storiag data in the cloud doos not mean you do not also need a backup

This came to Bght after a tweet froms suthor/programmer Andy Hunt went viral as he reminded people

that hardware fallure can happen anywhere and that hosting data in the dloud does not sstomatically
make it safe
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Amazon ANS had & power Raiure. thelt Dackup OnerMons
ad. which iled Par E6S serversl whach 00k @i of our data
with it Then R 1ook e four dirys 10 Rgure s out and Wl s
MO ¢

Remnder. The coud &5 just & compuier In Resion with a bad
POWEY SUDDRY

Hunt’'s data were eventually NOT recovered..

AWS:
"Due to the damage from the power event, the EBS

servers underlying these volumes have not recovered.
After further attempts to recover these volumes, they
were determined to be unrecoverable.”
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Politics

Indonesia Threatens to Shut Down

Facebook If Privacy Breached

By Karlis Salna
3 April 2018, 06:00 GMT+8 Updated on 3 Aprd 2018, 12.45 GMT+8

> Sockal media companies face stern warning ahead of dlections

> Facebook emnployees could also face criminal charnges: minister

An Indonesian cabinet member has threatened to shut down Facebook Inc
if there &s any evidence the personal data of citteens is being harvessed or
the social media glane Lails 1o crack down on "lake news” during upcomning
cleCons

Amid continuing fallout over revelasions the data of 50 million Facebook
users was obtained by a formn that hedped US. President Donald Tramg's

1, there's growing fears Ind sia tha
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Police raid South Malaysia to have clearer
Korean pop singer Park pecture on easing
Yoo-chun's house in Causeway jams in six
drug probe months
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‘Sexual Playthings”: #MeToo
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ons Minister Rudiantara sadd he had ssued 2 warming letter 10 Facebook and asked the company to
VAN of thind party access 10 information on its platform. PHOTO: REUTERS
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Facebook Data Breach --
What To Do Next

Kate O'Flabherty

Yesterday, Facebook notified users of a massive data breach affecting

over 50 million people. The breach had taken place three days earlier,

on the afternoon of 25 September.

The social media gaant savs it doesn’t know exactly what kind of



Major Cloud Incidents (Data Breach)
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StarWOOd o - Marriott now says 5 million unencrypted passport
% numbers were stolen in Starwood hotel data breach
Hotels and Marriott Breach Exposes Far e

Resorts More Than Just Data

a David Volodzko

MO News Corns

Marriott Announces Starwood Guest
Reservation Database Security Incident
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A hacker gained access to 100 million Capital One credit

card applications and accounts
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Major Cloud Incidents (Data Breach)
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Information on the Capital One Cyber Incident
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« This is an excerpt from a story delivered axciusively to Business
Insider inteligence Banking subscribers.

« To receive the full story plus other insights each morming, ciick
here

Capital One Fimancial Corp. disclosed on Monday that It suffered a
data beeach in which a hacker accessed the persosal infoemation of
around 100 méllion individuals in the US and ancther 6 mallion in
Canada, TechCrunch reports

Palge A. Thompson was e
arrestod by federal agents in -

Secattle In connection with the

beeach and &s accused of

breaking through a Capital One

frowall 1o access customer data T mme e e
the bank stored on
Amazon.com Ine.s cloud

wrrvice ner a faderal criminal
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Who Pays for Outages and Incidents?

Majority of respondents have not fully evaluated the cost of a cloud cutage

|
N\
-ﬂ- Cloud Users

Disruption to businesses (especially SMEs) will

undermine confidence in cloud adoption, if not dealt
B We have not fully evaluated the cost of a cloud outage

with properly. o\
WY - 607 I We have fully evaluated the cost of a cloud cutage

Important Pointers:
* Have a stalwart BC plan Source: Help Net Security
* Insure that incidents and outages do not result in a
major impact to business
* Prepare for adverse outcome to mitigate risks &

respond accordingly

Lloyd's Estimates the Impact of a U.S. Cloud Outage at $19 Billion

By: Sean Michael Kerner | January 24, 2018

000

A joint research report from insurance provider Lioyd's of London and the American Institutes for Research (AIR), looks at the
potential costs related to a major public cloud outage in the U.S,

Source: eWeek.com
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Prior Work — COIR

BACKGROUND

Cloud Outage Incident Response (COIR)

Shondords TR 62 : 2018
* Different CSPs respond to cloud outages and services levels differently. Su
 These different approaches require CSCs to spend resources liaising with CSPs for a
COIR plan recwecaL neresance
. ] ] . Guidelines for cloud outage incident response
* Lack of a common COIR framework hinders CSCs in taking preventive measures. (COIR)

appropriate outage protection measures to complement their own
business continuity/IT DR capabilities.

O/ To mitigate damages and losses and help CSCs to choose the '

WG members come from:

BE ® NUS 2.7 4|
National University

Techno! 2

mmitbes

of Singapore

[T e %
agal cloud &
s cloud T LM Y Dg TA !Mmm ‘mm.: l TSC

CompUtlng Ilance Defence Science
association Technology Agen cy

COMPUTER SOCIETY
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COIR SCOPE

Cloud outages directly associated with:

 Operational mistakes;

Within e
Scope Infrastructure or system failure;
 Environment issues (like
flooding/fire)
Out of Cyber-security incidents &
Scope malicious acts

Who
Benefits?

Cloud Users

Transparency of service
provided by CSPs

CSPs

Aligned to market demand on
the services expectation
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Minimal

Impact

Category D

For cloud services that
are least important to
an organisation’s ops.

Alternative
means/fallback
mechanisms are
available. Duration of
outage in days is
tolerable. Low urgency

Operational

Impact

Category C

For cloud services that
are essential to an
organisation’s ops.

Ops restored within
same day. Medium
urgency to access data

to access data during
outage period

during outage period.
Else outage will impact
org’s ops efficiency/
effectiveness
significantly.

COIR Framework Overview

For cloud services that
are to an org’s
ops. Any outage can

Ops shall be restored
within hours. Have a

high urgency to access

data during this period.

Else, survival is at stake

Systemic
Mission

Critical
Impact

Category A

For cloud services that
are mission or safety
critical or affect stability
of economy, mkt,
industry (systemic).

The impact is beyond
organisation’s ops. Any
outage will put human
safety/stability of

if outage prolongs

market, economy or
industry at stake.

4 categories were defined in the COIR framework based on impact of outage to business, sector, economy and human life



COIR Framework - Parameters

16 parameters (in 5 groups) for COIR categories

Availability & Resiliency

. Availability %
Historic Record of Availability
Recovery Time Objective (RTO)

powoN e

Recovery Point Objective (RPO)

3=

Response Plan

9. Sharing of CSP’s COIR Plan
10. Exercise of CSP’s COIR Plan

2018

@
o

Outage Handling

11. Notification Time of Cloud Outage Incident
12. Comm Channel Used for Notification of
Cloud Outage Incident

13. Comm Channel Used by CSC to Report
Cloud Outage Incident

14. Response Time by CSP

15. Frequency Of Status Update of Reported
Outage

16. Channel of Comm Used for Status Update

=

| |

G )
Health Monitoring

7. Monitoring of Cloud Service
Health by CSP
8. CSPs to Cloud Users for Health

Monitoring of Cloud Services

X

Support & Planned Maintenance

5. Support Hours

6a. Notification of Planned
Maintenance to Cloud Users
6b. Notification Lead Time of

Planned Maintenance

— - - N 5
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Gap to Bridge

Sé c
z&%s TRG2: 2018
M CERM M

TECHNCAL REFERENCE
Guidelines for cloud outage incident response
(COIR)

p

oy

totecorise

TR 62 - Cloud Outage
Incident Response

Out of
Scope

Cyber-security incidents & malicious acts,
previously out of scope in TR 62

Cloud incidents that do not involve outages but
may impact regular operations, for e.g.

 Data breaches

 Misconfigurations



Cloud Incident Response (CIR)

SECURITY GUIDANCE g_:g.,__ T
oo o s e sy
T Incident Handling Guide
tolepene —
TR 62 - Cloud Outage CSA Security ISO 27035 ENISA Cloud NIST - Computer
Incident Response Guidance v4.0 Information Security  Computing Security Security Incident
(Domain 9 Incident Incident Risk Assessment Handling Guide
Response) Management

Other relevant documents e |SO 223220:2011 Societal Security
suggested by WG members: ¢ FedRAMP Incident Communications Procedure

-

2018

Cloud Incident Response Framework ... _


https://www.iso.org/standard/67851.html
https://www.fedramp.gov/assets/resources/documents/CSP_Incident_Communications_Procedures.pdf

Deliverable: CIR Framework
SCOPE

Containment, \
Eradication, Post-Mortem
and Recovery

Detection and

Preparation Analysis

Coordin and Information Sharing

4.2 Detection and Analysis
4.2.1 Inducement

4.2.2 Incident Classification Scale

1 Sl DA e S CSAAPAC

.......
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Deliverable: CIR Framework
I NCIDENT CLASSIFICATION SCALE

The Incident Classification Scale
classifies incidents into 5 categories,
from Level 1 to Level 5, with
increment of impact at each level.

Severity of each level can be mapped

to:

* ENISA Cloud Security Incident
Reporting

 NIST Computer Security Incident
Handling Guide (Functional and
Information impact)

e TR 62 Guidelines for Cloud Outage
Incident Response

CHAAFPAC

“h e sbhiw -



Deliverable: CIR Framework
I NCIDENT RESPONSE CONTROL LIST

5 Incident Response Control List

The below lable takes 1he IR controls dscussed above and maps them 10 ncident response

sochons of four of the most well known cloud security standards.

COIR  Short Name NIST cis’
K  J

Poicy & Proced.res IR-1 LA
Traunng -2 87
Testng R 1w
Hending R4 | 183
Moniorng IR-5 194
Keparing RS | 04
Assszance -7 b

.} " str-on

Pien SUr-02

SLY-04

| 1 S0 |

Sphage "o A
Anslyss Team R0 | W
Job Thes and Duties 182
D dial lrnsdddasia 196

WG members can contribute by proposing new
ideas / chapters to consider.

This Incident Response Control List is volunteer-
proposed and -developed chapter.

The list maps controls that were discussed in
the framework to incident response sections of
4 of the most well known cloud security
standards & guidelines, namely:

1. NIST

2. CIS

3. ISO

4. CSA’s Cloud Controls Matrix (CCM)

CHAAPAC

.......



CIR WG

CURRENT STATUS

EXECUTION

Cloud Incident Response Framework

In process of working with WG co-chairs and members
to develop outline of the deliverable. Beefing up scope

and structure.
Next phase: OPEN PEER REVIEW

+ CIR WG Charter: CLICK HERE
+ CIR Framework Draft: CLICK HERE
+ Volunteers’ Responsibility: CLICK HERE

CSA welcomes any domain experts to join the WG.

.......
2018 COMAFA


https://cloudsecurityalliance.org/working-groups/cloud-incident-response/
https://docs.google.com/document/d/1kOnQzlBJFUMFOZNkfKEEeqH8ctuLmXokVmrs3kcH7-U/edit
https://docs.google.com/spreadsheets/d/1CfVaVOYGjwwl-HWhdiZGz49AyRzVX7smXsOJP1eWo7A/edit

CIR WG

COMPOSITION

COMPANIES REPRESENTED

e TROPOSPHERE TECH e UPMC
e UBER TECHNOLOGIES e CYBER RESCUE
LEADERSHIP e OPUS CONSULTING GROUP  « ST ENGINEERING
® ° SoonTeinLlIM e ONE ESECURITY e DATAGSP
R . prof. Alex SIOW . LGMS . DGA
e DELOITTE « WIPRO LTD
 MNITAN IN e ORMGT
e FEDERAL RESERVE BANK e RESOLVO

Like to Join the CSA CIR Working Group?

Please go to:
https://cloudsecurityalliance.org/working-groups/cloud-incident-responsgf#cjoin
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