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Recent Cloud Incidents (Outage)

AWS:
"Due to the damage from the power event, the EBS 

servers underlying these volumes have not recovered. 
After further attempts to recover these volumes, they 

were determined to be unrecoverable."

Hunt’s data were eventually NOT recovered..



2018

Major Cloud Incidents (Data Breach)



2018

Major Cloud Incidents (Data Breach)



2018

Major Cloud Incidents (Data Breach)



2018

Disruption to businesses (especially SMEs) will 
undermine confidence in cloud adoption, if not dealt 
with properly.

Important Pointers:
• Have a stalwart BC plan 
• Insure that incidents and outages do not result in a 

major impact to business
• Prepare for adverse outcome to mitigate risks & 

respond accordingly

Who Pays for Outages and Incidents?

Cloud Users

Source: Help Net Security

Source: eWeek.com
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WG members come from:

Cloud Outage Incident Response (COIR)

• Different CSPs respond to cloud outages and services levels differently.
• These different approaches require CSCs to spend resources liaising with CSPs for a 

COIR plan
• Lack of a common COIR framework hinders CSCs in taking preventive measures.

Prior Work – COIR
B A C K G R O U N D

To mitigate damages and losses and help CSCs to choose the 
appropriate outage protection measures to complement their own 
business continuity/IT DR capabilities. 
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COIR SCOPE

Within 
Scope

Cloud outages directly associated with:
• Operational mistakes;

• Infrastructure or system failure;

• Environment issues (like 

flooding/fire)

Transparency of service 
provided by CSPs

Cloud Users

Aligned to market demand on 
the services expectation

CSPs

Who 
Benefits?

Cyber-security incidents & 
malicious acts

Out of
Scope
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COIR Framework Overview

Minimal 
Impact

Operational 
Impact

For cloud services that 
are least important to 
an organisation’s ops. 

Alternative 
means/fallback
mechanisms are 
available. Duration of 
outage in days is 
tolerable. Low urgency 
to access data during 
outage period

For cloud services that 
are essential to an 
organisation’s ops. 

Ops restored within 
same day. Medium 
urgency to access data 
during outage period. 
Else outage will impact 
org’s ops efficiency/ 
effectiveness 
significantly.

Category D Category C Category B

Business 
Critical 
Impact

Category A

Systemic/ 
Mission 
Critical 
Impact

For cloud services that 
are critical to an org’s 
ops. Any outage can
impact biz severely

Ops shall be restored 
within hours. Have a 
high urgency to access 
data during this period. 
Else, survival is at stake 
if outage prolongs

For cloud services that 
are mission or safety 
critical or affect stability 
of economy, mkt, 
industry (systemic). 

The impact is beyond 
organisation’s ops. Any 
outage will put human 
safety/stability of 
market, economy or 
industry at stake.

4 categories were defined in the COIR framework based on impact of outage to business, sector, economy and human life
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COIR Framework - Parameters
16 parameters (in 5 groups) for COIR categories

Response Plan

Support & Planned Maintenance

Availability & Resiliency
Outage Handling

Health Monitoring

1. Availability %

2. Historic Record of Availability

3. Recovery Time Objective (RTO)

4. Recovery Point Objective (RPO)

9.     Sharing of CSP’s COIR Plan

10.   Exercise of CSP’s COIR Plan

11.   Notification Time of Cloud Outage Incident

12.   Comm Channel Used for Notification of 

Cloud Outage Incident

13.   Comm Channel Used by CSC to Report 

Cloud Outage Incident

14.   Response Time by CSP

15.   Frequency Of Status Update of Reported 

Outage

16.   Channel of Comm Used for Status Update

7.   Monitoring of Cloud Service 

Health by CSP

8.   CSPs to Cloud Users for Health 

Monitoring of Cloud Services

5.     Support Hours

6a.   Notification of Planned 

Maintenance to Cloud Users

6b.   Notification Lead Time of 

Planned Maintenance
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Cyber-security incidents & malicious acts, 
previously out of scope in TR 62

Cloud incidents that do not involve outages but 
may impact regular operations, for e.g. 
• Data breaches
• Misconfigurations

Out of
Scope

TR 62 - Cloud Outage 
Incident Response

Gap to Bridge
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Cloud Incident Response (CIR)

CSA Security 
Guidance v4.0 

(Domain 9 Incident 
Response)

ISO 27035 
Information Security 

Incident 
Management

NIST - Computer 
Security Incident 
Handling Guide

ENISA Cloud 
Computing Security 

Risk Assessment

TR 62 - Cloud Outage 
Incident Response

Cloud Incident Response Framework

Other relevant documents 
suggested by WG members:

• ISO 223220:2011 Societal Security
• FedRAMP Incident Communications Procedure+

https://www.iso.org/standard/67851.html
https://www.fedramp.gov/assets/resources/documents/CSP_Incident_Communications_Procedures.pdf
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Deliverable: CIR Framework
S C O P E

4.2 Detection and Analysis
4.2.1 Inducement

…
4.2.2 Incident Classification Scale

…
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Deliverable: CIR Framework
I N C I D E N T  C L A S S I F I C A T I O N  S C A L E

The Incident Classification Scale 
classifies incidents into 5 categories, 
from Level 1 to Level 5, with 
increment of impact at each level. 

Severity of each level can be mapped 
to:
• ENISA Cloud Security Incident 

Reporting
• NIST Computer Security Incident 

Handling Guide (Functional and 
Information impact)

• TR 62 Guidelines for Cloud Outage 
Incident Response
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Deliverable: CIR Framework
I N C I D E N T  R E S P O N S E  C O N T R O L  L I S T

WG members can contribute by proposing new 
ideas / chapters to consider. 

This Incident Response Control List is volunteer-
proposed and -developed chapter.

The list maps controls that were discussed in 
the framework to incident response sections of 
4 of the most well known cloud security 
standards & guidelines, namely:
1. NIST
2. CIS
3. ISO 
4. CSA’s Cloud Controls Matrix (CCM)
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EXECUTION
Cloud Incident Response Framework
In process of working with WG co-chairs and members 
to develop outline of the deliverable. Beefing up scope 
and structure.
Next phase: OPEN PEER REVIEW

+ CIR WG Charter: CLICK HERE
+ CIR Framework Draft: CLICK HERE
+ Volunteers’ Responsibility: CLICK HERE

CSA welcomes any domain experts to join the WG.

CIR WG
C U R R E N T  S T A T U S

https://cloudsecurityalliance.org/working-groups/cloud-incident-response/
https://docs.google.com/document/d/1kOnQzlBJFUMFOZNkfKEEeqH8ctuLmXokVmrs3kcH7-U/edit
https://docs.google.com/spreadsheets/d/1CfVaVOYGjwwl-HWhdiZGz49AyRzVX7smXsOJP1eWo7A/edit
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COMPANIES REPRESENTED

CIR WG
C O M P O S I T I O N

LEADERSHIP
• TROPOSPHERE TECH
• UBER TECHNOLOGIES
• OPUS CONSULTING GROUP
• ONE ESECURITY
• LGMS
• DELOITTE
• MNIT AN IN
• FEDERAL RESERVE BANK

• Soon Tein LIM
• Prof. Alex SIOW

• UPMC
• CYBER RESCUE
• ST ENGINEERING
• DATAGSP
• DGA
• WIPRO LTD
• ORMGT
• RESOLVO

Like to Join the CSA CIR Working Group?

Please go to: 
https://cloudsecurityalliance.org/working-groups/cloud-incident-response/#_join



H T T P S : / / C L O U D S E C U R I T Y A L L I A N C E . O R G /
20

THANK YOU

Contact CSA

Email: csa-apac-research@cloudsecurityalliance.org

Twitter: @Cloudsa

Site: www.cloudsecurityalliance.org

Learn: www.cloudsecurityalliance.org/research/cloudbytes

Download: www.cloudsecurityalliance.org/download

GDPR Resource center: https://gdpr.cloudsecurityalliance.org

mailto:jchow@cloudsecurityalliance.org
http://www.cloudsecurityalliance.org/research
http://www.cloudsecurityalliance.org/research/cloudbytes
http://www.cloudsecurityalliance.org/download
https://gdpr.cloudsecurityalliance.org/

